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Abstract 

 

Stock market predictions are a difficult and challenging task affected by numerous interrelated economic, political and 

social factors caused by non-linear and often unstable movements. Precisely due to the stated nature of financial time 

series, there is a need to develop advanced systems for stock market prediction. This research seeks to solve one of the 

problems of such systems, which is reflected in the selection of features to improve the performance of models that are 

an integral part of the system. In the paper, the wrapper method - recursive feature elimination and the filter method - 

feature importance, are used for feature selection. A forecasting model based on the long short-term memory (LSTM) 

neural network was defined to predict the movement of the stock's closing price. With this research we can conclude that 

for each selected stock there are certain features that have an impact on the results and that it is therefore necessary to 

carry out the selection of features individually. 
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1. Introduction  

 

In the age of economic globalization and the development of computer technologies, the availability of financial data 

is increasing, which in turn increases the interest in trading in the stock market. Such a rapidly growing availability and 

amount of data far exceeds a human ability to manually analyse them thus opening up the need to find alternative solutions 

that could provide an answer to this task. Financial time series data are more complex than other statistic data due to long-

term trends, cyclical variations, seasonal variations, and nonlinear movements. They are significantly influenced by many 

external factors, such as many interrelated economic, political, social, and even the behaviour of the investor himself [1]. 

The continuous growth of such fluctuating and irregular data has created the need to develop automated systems [13], 

[14] for efficient analysis in order to be able to extract certain statistical indicators and samples from them. Predicting the 

future price or the direction of a stock is crucial for investors because it can reduce the risk when making a trading 

decision. Such decision-making approaches are based on machine learning methods to detect appropriate patterns from 

available financial time series data and thus generate predictions of the future price or trend of the selected stock. 
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This research seeks to solve one of the problems of such systems, which is reflected in the feature selection to improve 

the performance of models that are an integral part of the system. In order to be able to successfully conduct research, it 

is important to define a methodological approach that basically consists main two parts. The first part presents the features 

selection while the second part the model for predicting the target variable based on the selected features. The aim of this 

research is to prove that the features selection can improve the results of the prediction model so that trading decisions 

can be made on the basis of this prediction model with as low risk per investor as possible. 

 

2. Related work 

 

When conducting research in the field of capital market prediction, we need to solve the problem of selecting input 

features that will be used in predicting future values [15]. As an example, according to the authors in [2] and [3] we find 

the use of methods such as the method of recursive feature elimination (RFE) to solve this problem. Numerous studies 

use different machine learning methods to predict the return of investment in the stock market or to predict the direction 

of movement. One common thing among the researches is the use of some of the technical indicators that are the basis in 

conducting technical analysis in the stock market. 

In the research presented in [2] we can see that the author uses the method of recursive feature elimination (RFE) to 

select features. The use of technical indicators in combination with additional online data sources (Google search data) in 

the research showed greater predictive power than any of these sources alone. Using decision trees, neural networks and 

a support vector machine, has up to 85% accuracy in predicting the direction of movement the next day for, in this case, 

the AAPL stock (Apple).  

In addition to implementing the feature selection methods to reduce dimensionality and improve the model 

performance in [5], we can see that by applying empirical wavelet transform, the author achieves a better decompression 

effect on complex stock market price series. Also, in the previously conducted research [6] and with discrete wavelet 

transformation as a technique for data preprocessing, better results were obtained in predicting the future trend of stock 

movements. 

 

3. Methodology 

 

In order to provide a solution to the set problem, we use an approach that consists of two parts, where in the first part 

we handle feature selection and then in the second part we make predictions based on these features. An important role 

in achieving the goal of this research is played by the correct selection of input features using techniques based on machine 

learning methods [2]. By properly implementing feature selection, we ensure that the performance of the prediction model 

is improved. 

 

3.1. Data set description 

 

When developing a prediction model, one of the most important factors is the raw data from which we generate input 

features which are then divided into a training and test set. To conduct this research, data from the financial time series 

in the period from January 1, 2015 to December 31, 2019 were collected from Alpha Vantage API from Apple (AAPL), 

Microsoft (MSFT) and Facebook (FB) stocks. In Figure 1 we can see the close price for the Apple stock in the 

aforementioned period. 

 

 
 

Fig. 1. Display of AAPL stock closing price 
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The data collected include a total of 14 different features made up of standard financial indicators of the financial time 

series and of technical indicators [4] shown in Table 1. 

 

No. Feature name Label 

0. Closing Price C 

1. Opening Price O 

2. High Price H 

3. Low Price L 

4. Volume V 

5. Simple 10-Day Moving Average SMA 

6. Weighted 10-Day Moving Average WMA 

7. Momentum MOM 

8. Moving Average Convergence Divergence MACD 

9. Stochastic K% K% 

10. Stochastic D% D% 

11. Relative Strength Index RSI 

12. Williams %R %R 

13 On-Balance Volume OBV 

 

Table 1. Features overview 

 

3.2. Feature selection 

 

Feature selection is the process by which we reduce the number of input features in our prediction model. By reducing 

the number of features, we ensure faster execution of the prediction model while improving its performance [7] since the 

model uses only those features that have been shown to have the greatest impact on the dependent variable, which in this 

case is the future closing price. 

As we solve the problem with the application of supervised learning in this research, we use the wrapper and filter 

methods to select features. For the wrapper method we use recursive feature elimination (RFE) with linear regression 

(LR) while for the filter method we use feature importance (FI) with linear regression (LR), decision tree regression 

(DTR) and random forest regression (RFR). The best feature subset is selected for a particular closing price stock 

prediction by comparing the mentioned feature selection methods. 

 

3.3. Prediction model 

 

For the prediction model in this research, we have selected LSTM neural network based on numerous studies [8], [9], 

[10] in this area where it has been shown that this machine learning method achieves significantly better results than other 

machine learning methods. During the experiment, the hyperparameters of the LSTM neural network were adjusted in 

order to improve the quality of the model resulting with a better prediction. 

 

4. Experimental procedure, results and discussion 

 

To begin conducting the experiment of this research it is important to preprocess data as the first step to be able to 

transform the data into an applicable form which can be used to conduct feature selection and prediction. In the 

development of the prediction model, collected data were divided into training and test set. 

 

4.1. Feature scaling 

 

We perform data normalization to scale their values within the given ranges, which in this case include values from -

1 to 1. We use described data processing technique in order to avoid large values or large deviations between different 

features. 

 

4.2. Feature selection 

 

After the feature scaling, we proceed to the feature selection process. We come to unexpected outcomes when 

implementing the recursive feature elimination (RFE) method using linear regression over selected stocks.  Figure 2 

shows the box plot graph of the results in measuring negative mean absolute error (NMAE) related to the number of 

features over the AAPL stock.  
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From the graphical presentation in the form of a box plot, the Occam principle can suggest two features as the simplest 

solution. Nevertheless, that is less likely, and further investigation needs to be carried out, which is out of scope for this 

preliminary study. 

 

 
 

Fig. 2. Box plot of the selected number of features and NMAE using the RFE method with linear regression on AAPL 

stock 

 

 We obtained ambiguous initial results from the RFE method in feature selection, which directs this preliminary study 

toward the feature importance method. This method shows more promising results in solving the problem of features 

selecting for predicting future stock movements. 

With these results, we can notice that there is a certain pattern in the features that are selected and the features that are 

not selected. Thus, for example, with all the methods used in feature importance, we see that the closing price (0. C) 

proved to be a selected feature while the volume of trading (4. V) never proved to be a selected feature. Also, some of the 

technical indicators like simple moving average (5. SMA) and weighted moving average (6. WMA) proved to be more 

often selected features than technical indicators stochastic K% (9. K%), stochastic D% (10. % D) and the relative strength 

index (11. % R). 

 
Company Feature 

0. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 

Apple 

(AAPL) 

0.86

36 

0.08

72 

-0.08

26 

0.04

33 

0.00

38 

0.08

05 

-0.00

01 

0.00

99 

0.01

05 

-0.00

04 

-0.0

019 

-0.0

077 

0.00

84 

0.00

02 

Microsoft 

(MSFT) 

0.58

61 

0.02

46 

-0.03

39 

0.20

43 

0.00

08 

0.02

22 

0.19

36 

-0.00

17 

-0.00

80 

-0.00

31 

0.00

47 

0.00

78 

0.00

12 

0.00

35 

Facebook 

(FB) 

0.78

61 

0.02

08 

0.16

97 

0.06

26 

-0.02

58 

0.09

38 

-0.15

02 

-0.01

94 

0.01

38 

0.00

51 

-0.0

098 

-0.0

155 

0.01

54 

0.00

97 

 

Table 2. Overview of the results for the feature importance method using the Linear Regression method 

 
Company Feature 

0. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 

Apple 

(AAPL) 

0.75

79 

0.00

04 

0.00

41 

0.12

21 

0.00

02 

0.02

76 

0.08

56 

0.00

01 

0.00

02 

0.00

03 

0.00

01 

0.00

06 

0.00

02 

0.00

02 

Microsoft 

(MSFT) 

0.01

81 

0.00

30 

0.11

20 

0.06

85 

0.00

01 

0.00

93 

0.78

79 

0.00

01 

0.00

05 

0.00

01 

0.00

01 

0.00

01 

0.00

01 

0.00

01 

Facebook 

(FB) 

0.98

07 

0.00

02 

0.00

05 

0.01

52 

0.00

03 

0.00

01 

0.00

04 

0.00

02 

0.00

04 

0.00

02 

0.00

01 

0.00

06 

0.00

01 

0.00

04 

 

Table 3. Overview of the results for the feature importance method using the Decision Tree Regression method 
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Company Feature 

0. 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 

Apple 

(AAPL) 

0.75

79 

0.00

04 

0.00

41 

0.12

21 

0.00

02 

0.02

76 

0.08

56 

0.00

01 

0.00

02 

0.00

03 

0.00

01 

0.00

06 

0.00

02 

0.00

02 

Microsoft 

(MSFT) 

0.01

81 

0.00

30 

0.11

20 

0.06

85 

0.00

01 

0.00

93 

0.78

79 

0.00

01 

0.00

03 

0.00

01 

0.00

01 

0.00

01 

0.00

01 

0.00

01 

Facebook 

(FB) 

0.98

07 

0.00

02 

0.00

05 

0.01

52 

0.00

03 

0.00

01 

0.00

04 

0.00

02 

0.00

04 

0.00

02 

0.00

01 

0.00

06 

0.00

01 

0.00

04 

 

Table 4. Overview of the results for the feature importance method using the Random Forest Regression method 

 

4.3. Hyperparametar tuning 

 

In order to improve the performance of the prediction model, we perform selection of the best parameters that represent 

the number of neurons in each layer of the neural network and the number of training epochs, adjusting the value of drop 

optimization technique and value of Adaptive Moment Estimation (ADAM) optimization algorithm. In the adjustment 

process itself, we use an approach called batch normalization to speed up the training, and the dropout technique to prevent 

the possibility of overfitting [10]. 

We also use Adaptive Moment Estimation (ADAM) as the chosen optimization algorithm. Using the grid search 

technique in the process of training the prediction model, we use different values of these parameters starting from the 

lowest with a gradual increase [11]. With this technique of searching, i.e. optimizing parameters, we train the model 

through all possible combinations in the predefined subset of values shown in table 5. Table 5. Also shows the selected 

parameter values. 

 

Hyperparametar Predefined subset of values Selected value 

First layer (LSTM cell) 64, 128, 256, 512 512 

First dropout 0.1, 0.2, 0.3, 0.4 0.1 

Second layer (LSTM cell) 64, 128, 256, 512 512 

Second Dropout 0.1, 0.2, 0.3, 0.4 0.1 

Third layer (dense cells (ReLu)) 8, 16, 32, 64 64  

Four layer (dense cells (ReLu)) 1 1 

Adam 0.1, 0.2, 0.3, 0.4 0.1 

Batch 64, 128, 256, 512 128 

Epoch 100, 200, 300, 400, 500 300 

 

Table 5. Overview of the prediction model architecture and parameters 

 

4.4. Prediction model performance result 

 

Firstly, research results show which combinations of selected features achieve the best results. As this study is a 

regression prediction, mean absolute error (MAE) and mean square error (MSE) are used for model performance 

achievements measures [12]. In Table 6, we can see a comparison of the results with differently selected input features 

for three different stocks according to the method used when conducting the features selection. 

 

From the results of Table 6., according to performance achievements measures on the test set, we can see that each 

stock achieves better results with a different set of selected features and different methods used when selecting features. 

We can see that the feature selections greatly affect the LSTM prediction results, and it's specific to all selected stocks 

(see tables 2, 3, and 4). 

 

Figure 3 compares the actual and predicted closing price at the MSFT stock test set using the feature importance 

method from decision tree regression (DTR). 
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Company Feature importance selection + LSTM 

Linear Regression 

(LR) + LSTM 

Decision Tree 

Regression 

(DTR) + LSTM 

Random Forest 

Regression 

(RFR) + LSTM 

MAE MSE MAE MSE MAE MSE 

Apple 

(AAPL) 

0.01637 

 

0.00046 

 

0.01598 

 

0.00041 

 

0.01547 

 

0.00041 

 

Microsoft 

(MSFT) 

0.02101 

 

0.00061 

 

0.01800 0.00046 0.02649 

 

0.00092 

 

Facebook 

(FB) 

0.01606 

 

0.00046 

 

0.01655 

 

0.00049 

 

0.01669 

 

0.00049 

 

 

Table 6. Overview of the result of the LSTM prediction model 

 

 

Fig. 3. Presentation of the true closing price and the projected closing price of the MSFT stock 

 

5. Conclusion 

 

In this study, several different methods for selecting features were tested to predict stock market movements. When 

conducting feature selection, the recursive feature elimination and feature importance methods were used, while the 

LSTM neural network was used to make predictions.  

This preliminary study showed that the selection of features has an impact on the performance of the prediction model. 

For the three selected stocks over which the feature selection process was performed, we achieve different results by the 

used feature importance model. After all, we can conclude that different features could exist for each selected stock that 

significantly impacts the LSTM prediction results. Therefore, it is a necessity for further research over the effect of the 

selection of features with particular stocks. 

This research opens up space for numerous improvements to the used forecasting model. One of the ideas for future 

research is the development of automated trading systems on electronic exchanges using machine learning techniques 

like reinforcement or Q learning. With the current results obtained from this forecasting model, a number of trading 

strategies can be implemented in the form of generating buy and sell signals in order to facilitate the decision-making 

process for traders. Machine learning with application in the field of trading in the stock market opens up an entirely new 

domain that has just begun its development. 
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