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Abstract 

 
The article deals with the model of autonomous underwater vehicle (AUV) positioning relative to elements of underwater 
structures during inspection works at marine industrial facilities. The proposed approach is based on the principle of 
relative position determination using a set of active visual landmarks with a known spatial configuration relative to the 
structures and television cameras of the AUV. New methods of visual and inertial sensors fusion proposed to solve the 
problem in a case of incomplete landmarks visibility, as well as ways to improve the accuracy of the solution in the 
presence of partial information about the mutual position of the objects. The developed software for modeling of various 
landmarks systems and testing of the positioning algorithms, as well as the results of the experimental studies are 
described. 
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1. Introduction 

 

Determining the position of underwater vehicles (AUVs) relative to objects of underwater infrastructure is an actual 

problem [1], since many tasks solved by the AUVs are directly related to the interaction with various objects. Examples 

of such tasks are manipulation operations, docking, inspection performed in automatic or automated mode. 

At a close distance (up to 10-20 meters depending on water transparency) data from television cameras of the AUV 

can be used for the position determination. The problem of determining the position of an AUV using a television system 

is similar to other similar tasks and resembles, for example, the determination of the relative position of spacecrafts [2] 

or mobile robots (AGV). The principal difference between the system for determining the position of an AUV from [2] 

and from the AGV is that at depth or at night, due to low light and light propagation characteristics, it is difficult to use 

natural visual features of the observed objects. This leads to the need to use special light markers, clearly distinguishable 

by the television cameras underwater. 

To solve the problem of determining of the position the light markers should be inside of the cameras field of view 

(FOV) and be clearly visible at the both the far border of the operating range of the system (about 10-20 meters, depending 

on the transparency of the water) and the near border (about 0.5 meters). 
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When creating a marker system, it is necessary to consider the possible restrictions on the complexity and dimensions 

of such a marker system, as well as the observability of markers. In this regard, there is an actual situation when only a 

part of the parameters of the AUV position can be determined with sufficient accuracy using the marker system. Most of 

the AUVs are equipped with an IMU that provides a sufficiently accurate angular orientation of the AUV. By combining 

the data of the television system and the IMU, it is possible to solve the problem of finding the position of the AUV by 

just two markers observed by one television camera. In the presence of four or more distinguishable markers in the field 

of view of the camera, the problem can be solved without knowing the angles of roll and trim [3][ 4]. Thus, the task of 

the authors of the article is to create a system of artificial landmarks, and in addition, an approach allowing to determine 

the location of the underwater automatic vehicle, according to these landmarks, in conditions of obstructed visibility of 

the underwater space. 

 

2. Considering the markers positions 

 

A number of papers describe the use of flat targets with markers placed on a circle [16] or otherwise [13][14][15]. 

The main problem of such targets is the low accuracy of determining the angular orientation of the AUV relative to the 

object. An alternative solution designed to improve the accuracy of AUV orientation determination is the creation of 

targets forming a spatial structure [17]. While this solution provides the possibility of more accurate calculation of the 

angles of orientation of an AUV without the use of IMU, its implementation is not always possible due to a large size of 

a structure. In addition to light markers, the use of contrast passive targets of various shapes was studied. In the article 

[18] the variants of cruciform, circular and rectangular plane markers are considered. 

Practical studies have shown that the visibility of the markers depends on a number of factors, first of which are the 

transparency of the water (loss of contrast of the image of the object with the distance), as well as the illumination of the 

marker. When using passive targets, it is necessary to provide their illumination from the AUV side, which is associated 

with a number of optical (light reflection from impurities on the way to the object with a corresponding decrease in 

contrast) and design problems. The use of active light targets can completely eliminate the problem of illumination of 

targets and achieve maximum contrast, depending only on the transparency of the water. At the same time, experimental 

studies have shown the achievable detection range of light markers in the range from 0.5 to 20 meters without their 

reconfiguration. Another factor to consider when designing a marker system is the ability to observe a sufficient number 

of key points (at least 2) over the entire operating range, considering possible AUV deviations, as the camera field of 

view increases linearly with the distance from a camera to the markers. For this, it is necessary to provide several groups 

of markers that will be used at different distances. The proposed solution involves the use of markers with the number of 

points not less than 4, the markers are grouped by 2, and for each of the two cameras a group of the markers is created. 

When working in the far zone, each camera observes all four markers (if the water transparency allows they are visible 

as 16 points, otherwise – as 4 light blobs). When working in the middle zone, each camera observes two markers. Finally, 

in the near zone there is one marker consisting of several points in the field of view of each camera. 

Color or geometric coding can be used to simplify the task of distinguishing of the markers. As practical studies have 

shown, the perception of the color of markers is very dependent on the properties of the water, and therefore color coding 

cannot be considered as a reliable solution. As an alternative, the use of markers with different points positions is 

proposed. 

 

3. Automatic detection of markers and their grouping 

 

To ensure autonomous navigation of the AUV, images from its television cameras are entered into the on-board 

computer memory, where they are processed using special software that implements the algorithms described below. For 

use on remote-operated underwater vehicles (ROV), it is potentially possible to solve the problem of calculating the 

position on the coastal (ship) part of the complex, where the image is transmitted. At the same time, there are quite strict 

requirements for the quality of the transmitted images and minimizing delays in the transmission of frames. 

Markers detection is processed using binarization with an adaptive threshold followed by edge detection with 

automatically adapted parameters [5]. If necessary, several light spots are grouped into one by the DBSCAN clustering 

method [6] and the center of each marker is found. After detection of the markers the numbering of the points is executed. 

If the approximate angle of the AUV heading (from the AUV navigation system) is known, the points are numbered using 

the knowledge of this angle. Otherwise, the numbering is performed sequentially according to the part of the frame in 

which they are located. 

 

4. A method for determining of the relative position of a set of points on a television frame 

 

If there are four or more points in an image (with their known spatial coordinates relative to the coordinate system of 

the object on which they are located), it is possible to solve the PnP problem [7]. There are both methods for solving the 

problem for a fixed number of points [4][10] and methods that allow solving the problem for an arbitrary number of points 

(more than four) with arbitrary geometry [3][11]. Practical studies have shown that it is advisable to use, for example, the 

method proposed in [12], because it showed high accuracy, sufficient speed and stability. 
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5. A method of determining of the relative position with two points and the known roll and trim angles 

 

In the case where it is impossible to ensure the observation of a sufficient number of points to solve the PnP-problem, 

as well as the need to accurately determine the angles of mutual orientation of the AUV and the object, it is advisable to 

use a different approach. 

At known angles of roll and trim of the AUV and the object the angle of their mutual heading on the television frame 

can be calculated. This requires that one of the AUV television cameras see at least two points of the marker system with 

known spatial coordinates. 

Then it is possible to calculate the rotation matrix between the coordinate systems. And knowing the orientation of 

the AUV, the same image with the two points can be used to determine all three relative displacements. 

Some PnP methods are capable of finding the position of an object by three points [7,8]. However, there are 

ambiguities, and the choice of the right solution is associated with computational and algorithmic difficulties [9]. The 

proposed method finds a solution for two points at known roll and trim angles. 

 

Finding of the rotation matrix between the object and the AUV coordinate systems. 

Let us know the roll and trim angles of an AUV and an underwater object: 1 2 1 2, , ,x x y ya a a a
. Fig. 1 shows XY-planes 

of the AUV and the object and horizontal plane axes with a zero mutual. The lines P11 and P12 are parallel to the plane 

1. And the lines P21 and P22 are parallel to the plane 2. At the same time all these lines are located in a vertical plane 

perpendicular to the horizontal plane. 

 
 

Fig. 1. Planes of the AUV and the object 

 

Knowing the orts of the lines one can build the equations of the planes 1 and 2 relative to the horizontal plane. For 

now, we have taken the angle of the mutual heading equal to zero, just to demonstrate how to calculate the equations of 

the planes. One of these planes will simply be rotated to the desired angle after calculating of the angle of the mutual 

heading. 

Let’s calculate the auxiliary angles. X axes of the AUV and the object match the x0 plane of the horizon. So, the 

angles 1 2,x xal al
 equals to the 1 2,x xa a

. The angles 1 2,y yal al
 are calculated as the fig.2 shows: 
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Fig. 2. Calculation of the yal
 angle 

 

From the trapezium abcd : 
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And considering 1 – 3 the yal
 angle is calculated as following: 
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Calculation of the rotational angles (5 – 11). 

Knowing the 1 2 2 2, , ,x x y yal al al al
 one can write the planes 1 and 2 equations and find their normal coordinates: 
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(5) 

 

Let’s also find the x axes of the planes: 
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And finally, there are the y axes: 
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=
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(7) 

 

Let’s normalize these vectors and build the rotation matrices: 

 

( )

( )

01 1 1 1

02 2 2 2

M X Y Z

M X Y Z

=

=
 

(8) 

 

Now it’s necessary to rotate one plane coordinate system (for example of the second plane) around the z0 axis of the 

horizontal plane. This can be done by applying of the following quaternion: 

 

0

0

1

_

quat

k ang

 
 
 =
 
 
   

(9) 

After the rotation we get the 02rM
 matrix. Now one can get the object to the AUV rotation matrix: 

 

12 01 02* rM M M=
 

(10) 

Knowing the rotation matrixes of the AUV relative to its camera coordinate system  kM
 one can get the rotation matrix 

of the camera ralative tot he object: 

 

2 12*k kM M M=
 

(11) 

 

Displacements calculation (12 - 18). 

Knowing the rotation matrix and the image coordinates of the detected markers one can calculate the displacements 

and find the complete transition matrix.  Let one of the poins to be (0,0). If necessary this can be done by moving of the 

coordinate systems, doing all the calculations and moving the coordinate systems back. The fig.3 describes the zx camera 

plane: 

 
 

Fig. 3. Points in one of the camera planes 
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Let us find the coordinates of the points relative to the camera coordinate system: 

 
'

0 2 0

'

1 2 1

*
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=
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(12) 

 

where 
' '

0 1,T T
 are the coordinates of the points relative to their own (markers) coordinate system. Knowing the internal 

camera parameters one can calculate the visible angles to these points: 
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where 0t , 1t  are the image points coordinates; 

      cx
 is the principal point x coordinate; 

     xf
is the focal length. 

 

Let’s calculate the L  length: 

 

2 2
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(14) 
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: 

 

1 0

1 0

. .
arctg( )

. .
x

T z T z

T x T x


−
=

−
 

(15) 

 

Angle 


: 
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Knowing the 


 angle one can calculate the D line length using the cosine theorem: 
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(17) 

 

Knowing D  and the angles to the points one can calculate all the camera displacemets relative to the object coordinate: 
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(18) 

 

So, we have found the complete position and orientation of the AUV camera relative to the object’s marker system. 

 

Finding the mutual heading angle: 

It remains to figure out how to initially determine the angle of the mutual heading 
_k ang

. This is done using the 

above model. Using one of the points one can make a guess about X and Y displacements of the camera relative to the 

object. Then the two points are reprojected to the image with a zero mutual heading and these displacements. The angle 

between the reprojected points and the x camera axis is calculated and compared to the same angle for the image points. 

Then the heading angle is fond by minimizing of the difference between the angles iteratively. 
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6. Correction of the angle of the mutual course according to data from several television cameras 

 

The angles of the roll and trim are taken with a high accuracy from the readings of the AUV's IMU, the angle of the 

mutual heading is determined directly from the testimony of the television cameras and is therefore dependent on the 

errors of finding of the markers on the frame. When the mutual position of the two objects using several cameras is 

obtained, it becomes possible to determine the angle of the mutual course independently. And for the method that uses 

two points for calculation, after finding the angle of the mutual course it becomes possible to refine the entire solution by 

restarting the method with the calculated angle. 

Let us consider the case where there are two cameras. More cameras can always be reduced to this situation by taking 

them in pairs. After the calculation we have two transition matrices between the AUV and the object (markers) coordinate 

systems 12 22,k kM M
. 

Taking the coordinates of any of the points visible by the first camera 1 2tP
 and any of the points visible by the second 

camera 2 2tP
 one can get their coordinates relative to the cameras coordinate systems: 

 

2 1 12 2 2

1 2 22 1 2

*

*

t k k t

t k k t

P M P

P M P

=

=
 

(19) 

 

The same coordinates can be obtained using the transition matrix from one camera to another: 

 
1

1 2 1 2*k k k kM M M−=
 

(20) 

 

where 1 2,k kM M
 are the transition matrices between the AUV’s coordinate system and the cameras coordinate systems. 

The resulting formula looks like: 

 
' 1
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(21) 

 

So, we have two points calculate in two different ways:  ( 1 2t kP
 и 

'

12kP
) relative to the coordinate system of the second 

camera and ( 2 1t kP
 и 

'

21kP
) relative to the coordinate system of the first camera. Let’s find the distance between the 

points: 

 
' 1

12 1 2 12 1 2

'

21 1 2 22 2 2

* *

* *

k k k k t

k k k k t

P M M P

P M M P

−=

=
 

(22) 

 

The least of the distances will show which camera results the more precise relative position calculation. Then the minimal 

D value is found for this camera by tuning of the mutual heading angle giving the optimal heading value.  

 

7. Computer model 

 

A computer model was developed to study the system and methods for determining the relative position of underwater 

objects using television cameras and light markers. The model is written in C++ using the Qt library. The computer model 

allows to set different configurations of markers, camera locations and parameters. Visually simulates a variety of cameras 

with markers and other objects in the scene. Allows to make various errors in the original data (pixel coordinates of points, 

in the angles of pitch and roll, etc.). It allows to test methods, both manually and automatically. 

 

8. Methods precision 

 

Precision, speed and robustness of the PnP-methods including the ones used in the described work are compared in 

details in [12]. Thus, here we just provide tables of RMS error dependency from the image coordinates error for the two 

methods used in this work. The method 1 is the proposed 2-points method with known pitch and roll angles. The method 

2 is a PnP-method for 4 or more points.  
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RMS error, 

pix x, m y, m z, m Ax, ° Ay, ° Az, ° 

0 0,000 0,000 0,000 0,000 0,000 0,002 

1 0,007 0,007 0,046 0,000 0,000 0,335 

2 0,015 0,013 0,091 0,000 0,000 0,463 

3 0,026 0,026 0,146 0,000 0,000 1,386 

4 0,048 0,033 0,235 0,000 0,000 1,456 

5 0,048 0,037 0,271 0,000 0,000 1,661 

 

Table 1. Method 1, 10m 

 

RMS error, 

pix x, m y, m z, m Ax, ° Ay, ° Az, ° 

0 0,000 0,000 0,000 0,000 0,000 0,002 

1 0,001 0,002 0,006 0,000 0,000 0,090 

2 0,001 0,004 0,008 0,000 0,000 0,209 

3 0,004 0,006 0,017 0,000 0,000 0,203 

4 0,005 0,007 0,018 0,000 0,000 0,410 

5 0,006 0,011 0,030 0,000 0,000 0,544 

 

Table 2. Method 1, 3m 

 

RMS error, 

pix x, m y, m z, m Ax, ° Ay, ° Az, ° 

0 0,000 0,000 0,000 0,000 0,000 0,000 

1 0,019 0,018 0,136 1,371 1,343 1,003 

2 0,036 0,029 0,259 2,533 2,758 1,808 

3 0,054 0,052 0,386 4,797 3,923 3,309 

4 0,072 0,053 0,464 5,353 5,190 3,905 

5 0,089 0,084 0,601 6,633 6,720 4,816 

 

Table 3. Method 2, 10m 

 

RMS error, 

pix x, m y, m z, m Ax, ° Ay, ° Az, ° 

0 0,000 0,000 0,000 0,000 0,000 0,000 

1 0,001 0,001 0,006 0,398 0,383 0,287 

2 0,001 0,001 0,013 0,926 0,734 0,629 

3 0,002 0,002 0,021 1,330 1,114 0,954 

4 0,003 0,003 0,025 1,661 1,354 1,129 

5 0,004 0,003 0,032 1,754 1,679 1,178 

 

Table 4. Method 2, 3m 

  

The experiments show that the method 1 is more precise than the method 2. 

 

9. Conclusion 

 

The presented approach based on the use of television cameras of an autonomous underwater vehicle together with an 

active marker system allows to determine the position of the AUV relative to an underwater object with high accuracy. 

The approach is effectively applied at distances for which special light marks are visible in the pictures from the television 

cameras. These distances obviously exceed the range of applicability of passive markers presented in other works due to light 

propagation in marine water. The approach implemented in the form of an AUV vision system was successfully tested using a 

computer model and experiments in a technical pool and in the open sea. 
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The proposed method for determining of the relative position with two points on an image and two known angles of an 

AUV showed better results in accuracy than traditional PnP-methods. Due to the need to find just two points, it can be used in 

various systems to find a position of a robot (vehicle etc) relative to the scene with a small number of visible features with 

known geometry. The proposed method of refinement of the angle of the mutual heading according to data from several 

television cameras showed good results in improving the accuracy. The computer model developed for the study of the 

system allows to form images of different types of marker systems of active and passive type for different mutual positions 

of AUV and objects. The model can then be used to develop new methods for determining the position. 

Further research directions are the following tasks: study the effect of changes in the configuration of markers on the 

accuracy of positioning, in addition, the use of the obtained methods for determining the relative position of flying drones 

(UAVs) during take-off, landing or maneuvering in the immediate vicinity of the object. 
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