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the individual workplace networks are configured to pass only 
single VLAN. The packets coming from the workplaces are 
802.1Q-tagged after entering their switch ports and packets 
coming from server are untagged before leaving the switch. 
This configuration creates the same level of isolation as if each 
workplace was connected to a dedicated NIC in the server by a 
dedicated cable – such a connection would be possible but 
highly impractical. 

 

 
Fig. 2. 802.1Q VLANs in VLAM project 

 
In fact, the VLAM project architecture was designed with 

respect to existing network infrastructure and space/power/air-
conditioning constrains implied by the VLAM server running in 
24/7/365 mode. We are aware that the server should be placed 
in server room which can by far away from the laboratory and 
that it is not feasible to install new cables between these places. 
Therefore VLAM needs only one ethernet cable between the 
server room and we implement the laboratory inner/inter-
network isolation by 802.1Q VLANs. 

 
3. VLAM SECURITY FRAMEWORK 

 
The two thick grey dotted arrows on Fig. 1. are showing the 

user interaction with VLAM components. The only components 
visible to the user are the “VLAM web gateway” and the 
laboratory workplace that the web gateway assigns to the user 
after successful login. The implementation of the VLAM web 
gateway and its security measures are described in (Bliznak, 
2010). In this paper, we only address the top-level security 
framework we have developed for VLAM. 

 

 
Fig. 3. VLAM security framework architecture 

 
The framework structure is shown on Figure 3. It consists 

of the network probe deployed at the physical virtualization 
server and the data collector/analyzer component, which can be 

installed on any physical or virtual machine even outside of the 
VLAM project infrastructure. 

The network probe is implemented by the ulogd2 daemon. 
The configuration of the daemon lies in defining arbitrary 
number of “Plugin stacks”, each stack consisting of one input 
plugin, none, one or more filter plugins and one  output plugin.  

In VLAM, we currently use two stacks: “security 
violations” stack with the NFLOG input plugin and 
“traffic/connection accounting” stack with the NFCT input 
plugin. 

The NFLOG input plugin collects messages from the 
iptables/netfilter firewall rules which are crafted to detect 
attacks against the VLAM infrastructure – e.g.  DoS/DDoS, 
port scans, vulnerability exploits etc. We currently do not use 
any ulogd2 filter plugins in the NFLOG stack; we rather rely on 
processing implemented directly in the firewall/iptables rules. 

The NFCT input plugin collects traffic accounting data. We 
have implemented a byte-counter filter which limits the amount 
of logged items to only successful connections – that is those 
with non-zero amount of data transferred in the reply. Thanks 
to the byte-counter filter the overall CPU load induced by the 
ulogd2 is very small even in the network 100% load. As for the 
traffic between the ulogd2 and mysql daemon coming from the 
NFCT stack, it is also quite negligible. 

At the collector machine, long-term security/traffic analyses 
are possible thanks to the network traffic events history stored 
in the database. For example, it is possible to include 
information about attacking IP address history in every report 
issued by the analyser component.    

 
4. CONCLUSION 
 

Although largely unnoticed by the Linux community, the 
ulogd2 provides a very effective way for strengthening security 
of servers and networks. This paper shows only one of the 
possible deployment scenarios without performance 
benchmarks. We are sure that the ulogd2 performance deserves 
detailed analysis and we are already working on it to be able to 
publish the results very soon.    
 
5. ACKNOWLEDGEMENTS 
 

This work has been supported by Ministry of Education, 
Youth and, Sports of the Czech Republic grant 
MŠMT 2C06008 "VLAM: Virtual Laboratory of 
Microprocessor Technology Application”. 

We also thank the whole Linux community and especially 
the iptables team for giving everyone the possibility to use, to 
learn and to contribute to such a great system. 
 
6. REFERENCES 
  
Bliznak, M. (2010). Virtual Laboratory of Microprocessor 

Technology Application, Proceedings of the 21st DAAAM 
International World Symposium, DAAAM International 
Vienna, Editor B. Katalinic, Zadar, Croatia, October 20-23, 
2010 

Kuna, L. (2009). Možnosti analýzy IP toků v OS Linux, TU of 
Ostrava, http://www.cs.vsb.cz/grygarek/TPS/ - final project 
report for “Advanced Computer Network Technologies” 
course, Accessed on: 2010-6-27 

Neira, P. N. (2006). Netfilter’s connection tracking system, 
;login: The USENIX Magazine, June 2006, Volume 31, 
Number 3, page numbers 34-39, 
http://people.netfilter.org/pablo/docs/login.pdf, Accessed 
on: 2010-6-27  

Welte, H. (2005). Flow-based network accounting with Linux, 
pp. 265-270, Proceedings of the Linux Symposium, Ottawa, 
Ontario, Canada, July 20nd–23th, 2005 

 

Server 
VLAN interfaces

eth1.1

eth1.2

eth1.3
.
.
.
.

eth1

eth1.N

GbE switch

Tag it!

    
   Switch 

  logic
.
.
.
.

GbE
cable

VLAN
1-N

VLAN1

VLAN2

VLAN3

VLAN N

Untag it!

User space

Kernel space

nf_conntrack

ulogd2

Network probe machine

Collector machine
MySQL server

libnetfilter
_conntrack

NFCT

Filter(s)

MySQL

NFLOG

Filter(s)

MySQL

libnetfilter
_log

libnfnetlink

Plugin stacks:

analyzer

nfnetlink
_log

nfnetlink
_conntrack




